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 Abstract. Since companies can have thousands and more customers, effective management of this customer 
base is one of the most important conditions for business success. In order to know the customers, it is possible to 
categorize them by dividing them into small groups according to their different similarities, and then specify the 
type of services to be offered to them. Customer segmentation has the potential to make a difference in different 
businesses. The fact that the variety of products and services offered in the banking sector is increasing day by 
day and the transition to the digital environment is faster in this sector shows that the correct segmentation of the 
customers of the banks will save them more profit and time in this competitive market.

In this study the main intention is to divide customers into small manageable groups using clustering algo-
rithms and to find the relative importance of these groups using multi-criteria decision-making technique. In 
this regard, the customer segmentation approach was implemented in one of the banks operating in Azerbaijan. 
Currently, the bank is one of the financial institutions with the largest service network in Azerbaijan. The bank in 
question provides services to more than 5 million individuals and more than 22 thousand legal entities. In addi-
tion to these, it closely participates in a number of social software applications developed by the state and applies 
a several of the programs for the improvement of the real sector.
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Аннотация. Поскольку у компаний могут быть тысячи и более клиентов, эффективное управление 
этой клиентской базой является одним из важнейших условий успеха в бизнесе. Чтобы узнать клиентов, 
можно классифицировать их, разделив на небольшие группы в соответствии с их различным сходством, 
а затем указать тип услуг, которые им будут предлагаться. Сегментация клиентов может изменить 
ситуацию в разных сферах бизнеса. Тот факт, что разнообразие продуктов и услуг, предлагаемых в бан-
ковском секторе, увеличивается день ото дня, а переход в цифровую среду в этом секторе происходит 
быстрее, показывает, что правильная сегментация клиентов банков сэкономит им больше прибыли и вре-
мени в этот конкурентный рынок.

Целью данного исследования является разделение клиентов на небольшие управляемые группы с ис-
пользованием алгоритмов кластеризации, а также определение относительной важности этих групп 
с использованием многокритериальной техники принятия решений. В связи с этим в одном из банков, дей-
ствующих в Азербайджане, был реализован подход сегментации клиентов. В настоящее время банк явля-
ется одним из финансовых учреждений с самой большой сетью обслуживания в Азербайджане. Рассма-
триваемый банк обслуживает более 5 млн физических и более 22 тыс. юридических лиц. Помимо этого, он 
активно участвует в ряде социальных программ, реализуемых государством, и воплощает ряд программ 
развития реального сектора.
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Introduction
Customer segmentation helps business to provide 

individual services and obtain more specific needs. 
The communication between consumers and the busi-
ness is more connected to the customer relation man-
agement systems than before. New technologies as 
well as artificial intelligence brings huge competitive 
advantages and useful techniques for the deep under-
standing of target groups. In this regard, different AI 
algorithms are being used but in terms of the customer 
relations management several of them are most use-
ful. Customer segmentation methods are being widely 
used in the business sectors like financial institutions 
that usually interact with the enormous customer size. 
Customer segmentation can help banks in many ways 
including more effective marketing and sales target-
ing, customer loyalty and satisfaction, product, and 
service improvement. 

Customer segmentation research enables the bank 
to optimize its marketing and advertising strategies. 
By identifying the unique characteristics of each cus-
tomer segment, the bank can create targeted marketing 
campaigns that resonate with each group [13]. This ap-
proach is more effective than generic advertising, as it 
enables the bank to communicate with customers on 
a more personal level, increasing the likelihood of con-
version and customer loyalty. It can help the company 
to gain more information about priority and needs of 
consumers, have different policies for selected seg-
ment to amend consumer satisfaction, and increase 
income [9].

In total, 81 percent of global marketers report that 
they mainly compete on the basis of customer experi-
ence [10]. To obtain insight into target audience, banks 
may use big data analytics, machine learning, and other 
procedures. Banks can establish more effective cli-
ent contact points with this data. AI removes most of 
the guesswork involved in client interactions, whether 
a bank is doing email marketing or giving customer 
service [5]. Modern banks harness the power of artifi-
cial intelligence and machine learning to segment cli-
ent data and get a better knowledge of their data [16]. 
Segmenting client data allows banks to tailor customer 
experiences while also improving and defining goods, 
allowing them to swiftly respond to the demands, hab-
its, and interests of their consumers. By analyzing the 
needs and preferences of each customer segment, the 
bank can identify gaps in its existing product line and 
develop new offerings that meet those needs [8]. Seg-
menting the market is also a crucial component of mar-
keting, as it entails splitting customers and consumers 
into clusters or sections based on their specific desires 
and demands [7]. Cluster analysis is a powerful tech-
nique for discovering hidden patterns and structures in 

data. However, the effectiveness of this technique de-
pends heavily on the quality of the data used [4].

Developing a Customer Segmentation Framework 
for Personalized Services 

In order to determine the customer segmentation, 
first of all, the processes of defining the business en-
vironment and preparing the data set were carried out. 
Then the customer’s requirements or needs for using 
banking products were identified and defined because 
of the process, and a calculation was made for the cus-
tomers. In our research, customer characteristics were 
determined according to the frequency of use and be-
havior of existing bank products, they are “Full Cash 
Customer”; “Pos Transaction Client”; “Installment 
Customer”; “Cash Preference Assorted Customer”. 
Determining the names of these segments took place as 
a result of the analyzes carried out in the 4th part.

Using cluster analyses of section sets up four types 
of customers. These four customer groups give special 
priority to information services and technology. Five 
different bank customer commitment profiles were 
identified by Fullerton (2019) with various types based 
on factors such as size, behavior, and intentions [3]. 
In a study by Piercy, Campbell, and Heinrich (2011) 
based on demographic-based segmentation as a means 
of targeting customers of financial services identified 
10 clusters [14].

Customer segmentation is divided into 2 parts, sin-
gle variable based (SD) segmentation and multi vari-
able based (MD) segmentation. The first approach is 
an approach that segments customers based on their 
combined characteristics, called a total score, based 
on a calculation of each of them according to prede-
termined characteristics. The second approach, on the 
other hand, segments customers according to the char-
acteristics they have in common. As mentioned, cus-
tomer characteristics are segmented under 4 headings 
in this study.

 
Dividing Customers: An Approach 

to Customer Segmentation
Cluster analysis is an autonomous technique for 

machine learning that separates the input dataset into 
clusters in a manner that the objects within a cluster 
are more akin to each other than to those in other clus-
ters. There are various methods available, for clustering 
analysis. However, a fundamental problem in utilizing 
many of the current clustering methods is that the num-
ber of clusters (k parameter) necessitates pre-specifi-
cation before clustering is conducted. The parameter 
k is either recognized by users based on prior data or 
determined in a particular way. Clustering results may 
largely depend on the number of clusters designated. 
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It is necessary to provide educated guidance for deter-
mining the number of clusters to achieve appropriate 
clustering results. Since the number of clusters is infre-
quently previously recognized, the typical approach is 
to operate the clustering algorithm multiple times with 
a distinct k value for each operation [2].

Cluster analysis is a segmentation method that cat-
egorizes samples, such as individual customers, cus-
tomer groups, companies, or entire countries, into ho-
mogeneous groups called clusters. The goal is to group 
samples within a cluster to be as similar as possible to 
each other while being as different as possible from 
samples in other clusters.

Segmenting customers is a crucial business strategy 
that helps companies better understand and target their 
customers. The first step in this process is to select the 
characteristics by which to group customers, which can 

range from A to Z. For example, a company may seg-
ment the market based on customers’ price sensitivity 
and brand loyalty, which can be measured on a scale of 
0 to 100. Customers’ values for these variables can be 
illustrated in a graph or table.

Cluster analysis is a method used to group custom-
ers based on their similar levels of brand loyalty and 
price sensitivity. The aim is to assign customers to 
clusters where the members within each group are as 
alike as possible while being as different as possible 
from members of other clusters. Once the variables to 
be used for clustering have been identified, the choice 
of clustering procedure is essential since different tech-
niques may need different pre-analysis preparations. 
Therefore, selecting an appropriate clustering method 
is crucial for the success of the analysis, and it requires 
careful consideration of the data and the research goals.

Table 1. Displaying customer data values in a table

Customers A B C D E F G H İ

X 24 36 28 42 30 54 48 33 26
Y 30 44 38 29 49 57 66 28 36

Source: developed by the author

Figure 1. Display of data on a graph
Source: developed by the author

Although cluster analysis aims to group similar 
samples into clusters, the procedures used for this pur-
pose vary and involve different stages, which will be 
explained in this chapter. One of the critical consider-
ations before starting the clustering process is how to 
measure similarity. Most methods use similarity mea-
sures that estimate the distance between pairs of sam-

ples. The patterns that have smaller distances between 
them are considered more similar, while those with 
larger distances are seen as more different. Deciding on 
the number of clusters to extract from the data is anoth-
er crucial aspect of cluster analysis. This final step also 
requires the evaluation of the stability and reliability 
of the clustering solution. Understanding the different 
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stages of cluster analysis, including measuring similar-
ity and determining the number of clusters, is essential 
to the successful implementation of this technique.

Deciding on a Segmentation Procedure
When it comes to dividing a dataset into distinct 

groups, the method of segmentation chosen will dic-
tate how clusters are formed. Creating clusters involves 
weighing up a range of factors, such as reducing the 
amount of variation within clusters (known as within-
cluster variance) or increasing the separation between 
clusters. Another important consideration is how to 
gauge the similarity or dissimilarity of samples in the 
newly formed clusters compared to the remaining data 
points.

There are numerous clustering techniques avail-
able, each with their own unique characteristics and 
classifications. For example, clustering methods can 
be classified as either overlapping or non-overlapping, 
unimodal or multimodal, detailed or incomplete. A sig-
nificant differentiation exists between hierarchical and 
partitioning techniques, with k-means being a popu-
lar partitioning method. In this particular study, the 
k-means method has been chosen as the approach for 
clustering.

 
Partitioning Techniques: 

Exploring K-means Algorithm
Separate clustering techniques are an essential 

group of methods used for clustering analysis. Parti-
tioning clustering offers a more extensive selection of 
algorithms in comparison to hierarchical clustering. 
Among these algorithms, the k-means is one of the 
most frequently used method in market research. The 
k-means method follows a different approach from hi-
erarchical clustering. One of the major differences is in 
the initiation of the analysis. In k-means clustering, the 
analyst pre-determines the number of clusters to create 
before initiating the analysis. The algorithm then as-
signs each sample to its respective cluster based on this 
predetermined number of clusters.

Several of the ways can be used to initiate the k-
means algorithm, such as randomly selecting k samples 
as starting centers, using the first or last k samples as 
starting centers, dividing all samples randomly to the 
k groups, and computing the centroid of each group as 
initial centers, or defining an initial grouping variable 
to determine the groups among the samples, and utiliz-
ing the averages or medians of these groups as initial 
centers.

Following the initialization step, k-means cluster-
ing algorithm iteratively assigns data points to clusters 
in order to minimize the within-cluster variance. This 
variance is calculated as the squared distance between 

each observation and the centroid of the corresponding 
cluster. If reassigning a data point to a different cluster 
leads to a reduction in the within-cluster variance, the 
data point is moved to that cluster. 

K-means does not create a hierarchy like hierar-
chical clustering because the cluster relationships can 
change during the analysis. Thus, k-means clustering is 
categorized as a non-hierarchical clustering technique

To better understand this approach, let’s take a look 
at how it works in practice. Figures 2, 3, 4 illustrate the 
four steps of the k-means clustering process - studies 
identify several variants of the original algorithm.

Firstly, the analyst using k-means clustering must 
decide on the number of clusters to extract from the da-
taset. Once this is determined, the algorithm will select 
the initial centroids of each cluster randomly based on 
this input. For instance, in the present case, two cluster 
centers, BK (first cluster) and İK (second cluster), were 
chosen randomly and are shown in figure 2.

Subsequently, the k-means algorithm computes the 
Euclidean distances between each cluster center and ev-
ery data point, after which it assigns each data point to 
the closest cluster center. As illustrated in figure 3, sam-
ples A, B, and C are assigned to the first cluster, while 
samples D, E, and F are assigned to the second cluster, 
thereby dividing the data into two distinct groups.

In step 3, the k-means algorithm calculates the geo-
metric center of each cluster based on the initial split 
obtained in step 2. This is done by computing the mean 
values of the data points within each cluster, such as A, 
B, and C in the first cluster, for each of the variables 
(brand attachment and price dependence). After that, 
the cluster centers are shifted to new locations, BK2 in 
the first cluster and İK2 in the second cluster.

Ultimately, in stage 4, the intervals amidst each 
specimen and the freshly confirmed group nuclei are 
evaluated, and the specimens are designated to a spe-
cific cluster grounded on their minimum interval to 
other group nuclei (BK2 and İK2). As the site of the 
group nuclei modifies from the initial phase in the first 
stage, this could give rise to a distinct cluster settle-
ment. This is also valid in the instance, as specimen E 
is presently nearer to the first group nucleus, BK, than 
to the second nucleus, İK2, dissimilar to the initial part. 
Consequently, this specimen is at present delegated to 
the first cluster (fig. 4).

The k-means algorithm follows a process of itera-
tion until either a preset number of iterations is achieved 
or convergence is attained. Convergence is said to have 
occurred when there are no further changes in the com-
munication amidst clusters.

It must be emphasized that k-means is designed to 
work with metric measurements, using the distance be-
tween each pair of points measured using the Euclidean 
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method to determine the squared Euclidean distance 
from the centroid. Therefore, only Euclidean distances 
should be used in conjunction with k-means.

It is also crucial to recognize that the results pro-
duced by k-means are influenced by the starting point 
which the researcher or the software choose. This im-
plies that the algorithm could attain convergence to-
wards a local optimum, resulting in a solution that is 
optimal only in comparison to analogous solutions, but 
not in a global context. To overcome this limitation, the 

k-means method should be run multiple times using 
different starting points.

Compared to hierarchical clustering methods, 
k-means requires less computational effort, making it 
a popular choice for datasets with large sample sizes, 
particularly those exceeding 500.

However, before running k-means, it is necessary 
to predefine the number of clusters to be established. 
We will address the identification of the most suitable 
number of clusters in the next section.

Figure 2. K-means procedure (step 1: placement of random cluster centers)
Source: developed by the author

Figure 3. K-means procedure (step 2: assigning samples to the nearest cluster center)
Source: developed by the author

Figure 4. K-means procedure (steps 3 and 4: recalculating cluster centers and reassigning samples to cluster 
centers)

Source: developed by the author
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An Overview of Similarity Measures
The previous sections covered the k-means proce-

dure and the different linkage algorithms utilized in ag-
glomerative hierarchical clustering. All of these clus-
tering techniques rely on measurements that describe 
the similarity or dissimilarity between pairs of samples. 
This section will explore various measures that are suit-
able for metric variables.

Drawing a straight line between two samples is 
a straightforward method of evaluating the proxim-
ity between them. For instance, when examining the 
scatterplot depicted in Figure 1, We can easily observe 
that the distance between observations B and C is sig-
nificantly shorter than that between B and D, which is 
known as Euclidean distance or straight line distance, 
and is the most widely used measure for analyzing 
variables.

The Euclidean distance, also known as the L2 dis-

tance metric, is a commonly used measure in machine 
learning and data science [1]. Stata, a statistical soft-
ware widely used in the field, uses the term L2 to refer 
to the Euclidean distance as well [15]. This metric is 
especially advantageous in clustering algorithms as 
it is a useful tool for evaluating similarities between 
data points. Scientists may also utilize the Euclidean 
distance squared, which Stata designates as the square 
of L2. For our research technique, k-means, it is more 
fitting to use the Euclidean distance squared since that 
is how the technique computes the distances from the 
samples to the centroids.

To employ the hierarchical clustering technique, 
we need to mathematically define these distances. Us-
ing the data in Table 1, we can compute the Euclidean 
distance between client B and client C (referred to as 
d(B,C)) based on their x and y variables by applying the 
subsequent equation:

As observed, the Euclidean distance corresponds to 
the square root of the total squares of the differences 

of the changing parameters. Employing the values in 
Table 1, we arrive at the following computation:

This metric indicates the magnitude of the line seg-
ment that joins objects B and C. In this scenario, we 
only employed two variables, but we can determine 
distances between objects by incorporating more vari-
ables inside the square root symbol of the formula. 
Nevertheless, each supplementary variable will append 
another aspect to our research issue (e.g., if we have 
six grouping variables, we would have to handle six 
dimensions), which makes it impractical to represent 
the outcome graphically.

Determining the Optimal Number of Segments
Segmenting more or less than needed, when we are 

deciding on the quantity of the clusters will be a de-
structive factor on the business considerations like cus-
tomer targeting. Various clustering techniques demand 
distinct methods to determine the cluster count. Thus, 
we discuss the partitioning methods separately accord-
ing to the clustering method to be used in our study.

Studies have identified various measures for deter-
mining the number of clusters in a database. Variance 
ratio criterion is one of the most prominent criteria. 
For a solution consisting of n number of samples and 
k number of clusters, the variance ratio is defined as 
follows [6]:

The sum of squares between clusters is denoted 
by , while the sum of squares within clusters is 
referred to as . The optimal number of clusters 
can be determined by selecting the value that maxi-

mizes the variance ratio. However, since the variance 
ratio usually decreases with more clusters, The formula 
below should be used to calculate the difference (ωk) 
between the variance values of each cluster solution:

The optimal cluster solution is achieved by select- ing the value of k that minimizes ωk. Milligan and Coo-
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per (1985) demonstrated that the variance ratio value is 
a reliable method for determining the correct number 
of clusters across various datasets. However, due to 
the term  which is not intended for a single 
cluster, the minimum number of selectable clusters 
should be three, which is regarded as a drawback of 
using the ωk statistic [11].

When utilizing partitioning algorithms such as K-
means, it is imperative to ascertain the optimal quan-
tity of clusters to extract from the dataset. There exist 
different techniques for determining the optimal cluster 
quantity:

One way is to calculate the degree of variance for 
a range of cluster numbers and select a solution that 
maximizes the degree of variance or minimizes ωk. 
This approach requires comparing the degree of vari-
ance across multiple cluster solutions to find the opti-
mal number of clusters.

An alternative is to utilize a hierarchical algorithm 
to identify the optimal quantity of clusters by construct-
ing a dendrogram followed by executing the k-means 
technique. This technique also enables researchers to 
identify initial values for cluster centers, resolving the 
issue of the method’s sensitivity to initial classification.

Alternatively, we can make a decision on the quan-
tity if the clusters by relying on prior knowledge or 
previous studies. For example, they may rely on the 
findings of comparable prior research to ascertain the 
suitable quantity of the cluster for their data set.

Application of Cluster Analysis 
to the Banking Sector

Determining customer characteristics in the bank-
ing sector according to their spending behavior and 
creating customer groups of customers with similar 
characteristics based on the resulting data is the basis 
of cluster analysis. For this purpose, in order to ensure 
the clustering of the bank’s customers, the analysis was 
carried out by applying the k-means algorithm to the 
customer data of the bank to be analyzed.

Data Collection and Preparation for Analysis
In this study, the transaction data of credit card cus-

tomers was obtained using SQL from the bank’s inter-
nal database. As a result, a dataset analysis of 321,305 
customers with transaction data was developed. In our 
table with general information, there are variables that 
show the customer id, the total amount of spending 
covering the period from the day of activation of credit 
cards to 31.03.2022 and the percentage of this amount 
spent online, cash, installments, POS. After data collec-
tion, all analyzes are performed in R software.

Descriptive Statistics of Data
Before creating certain clusters using the K-means 

algorithm, calculating descriptive statistics of the data 
at hand will be useful to understand the database at 
hand. To this end, Table 1 contains descriptive statistics 
of the data in the previous subsection.

Table 2. Descriptive statistics of variables

The name of the variable Average Standard Deviation Minimum Maximum

Total Spending 1953.260 9145.700 50 3420394.000
Online Spending 151.544 7970.194 0 3303477.000
Cashing out 1446.946 3411.750 0 866541.900
Installment Transaction 162.879 559.450 0 20216.940
Operation Pos 191.869 1159.913 0 193037.700

Source: developed by the author

When paying attention to Table 2, from the date 
of activation of credit cards to 03.01.2022, when the 
data was collected, the average of the amount of Total 
Spending by customers is 1953.26 AZN, the standard 
deviation is 9145.7, the minimum is 50 AZN, and the 
maximum is 3420294 AZN. The reason why the mini-
mum amount is 50 AZN here is that the customers in-
cluded in the analysis had less than 50 AZN usage until 
the date of the analysis and they are included in the 
inactive customer group.

Looking at the individual channels of credit card us-

age within the total amount of spending, the average 
for total online spending is 151,544 AZN, the standard 
deviation is 7,970,194, the minimum is 0 AZN, and 
the maximum is 3,303,477 AZN. The reason the maxi-
mum amount is higher here is because some custom-
ers use their credit cards as business cards and make 
high monthly transactions. The average for the Total 
Cashing operation is 1446.946 AZN, the standard de-
viation is 3411.75 AZN, the minimum is 0 AZN, and 
the maximum is 866541.9 AZN. When the important 
installment operations are considered, the average for 
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these operations is 162,879 AZN, the standard devia-
tion is 559.45 AZN, the minimum is 0 AZN, and the 
maximum is 20,216.94 AZN. Finally, the average for 
the POS operation is 191.869 AZN, the standard devia-
tion is 1159.913 AZN, the minimum is 0 AZN, and the 
maximum is 193037.7 AZN.

Selection and Standardization 
of Variables for Cluster Analysis

The selection of variables to incorporate in the clus-
ter analysis is a crucial step in the process. Consider-
ing the topic analyzed at this stage, it was decided that 
the most suitable variables for cluster analysis are the 
channels of using credit cards of customers. For this 
reason, online spending, cashing, installment and POS 
operations of its customers were selected as important 
variables. Nevertheless, it is noteworthy that these vari-
ables differ from one customer to another. That is, some 
customers spent a total of 1000 AZN and spent 500 
AZN (50%) of it in an installment transaction, while 
another customer spent a total of 100 AZN and spent 
all of it (100%) in the installment channel. When do-
ing a comparative analysis in this way, it can be seen 
that the first customer is a higher ranking installment 
customer. However, the second customer elevates to 
a higher-tier installment customer by utilizing the en-
tire transaction amount, which enhances the quality of 
the clustering analysis. Therefore, in the subsequent 
phase, harmonizing the variables to the same category 
and unit amplifies the effectiveness of the analysis. In 
order to bring the variables to the same gender, the vari-
ables were standardized by dividing the amount of each 

customer’s spending on separate channels by the total 
amount of spending of the customer and obtaining the 
percentages. In the next stage, the analysis is continued 
using the standardized data calculated as a percentage.

Choosing the optimal number of Clusters
Cluster analysis is an essential tool for identifying 

natural groups of objects, but determining the appropri-
ate number of clusters is a critical challenge. The num-
ber of clusters is a significant parameter that can affect 
the quality of the results or complicate the algorithm. 
Therefore, it is necessary to select the optimal number 
of clusters for a given dataset and research question. 
Several techniques are available for determining the 
appropriate number of clusters, such as silhouette anal-
ysis, the elbow method, and gap statistic. Researchers 
should consider using these techniques to ensure the 
accuracy and reliability of the results [12].

 At this stage, it is desired to apply the k-means 
algorithm using our standardized variables. For this 
purpose, the stage of choosing the optimal number of 
clusters discussed before should be applied first and it 
is necessary to determine the suitable number of clus-
ters. In determining the optimal number of clusters, 
VRC values are computed for each potential number 
of clusters and the number of clusters where changes 
in VRC value are minimal (or not very important) is 
decided, and this method is known in the literature as 
the Elbow Rule used for k-means. According to the El-
bow Rule, which aids in selecting the optimal number 
of clusters, Figure 5 depicts the decreasing pattern of 
the VRC value differences.

Figure 5. The Elbow Rule is utilized to select the optimal number of clusters
Source: developed by the author
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The Elbow Rule, illustrated in Figure 5, is em-
ployed to determine the optimal number of clusters. 
The marginal usefulness of each cluster created, which 
is its ability to explain the total variance, is considered 
in selecting the optimal number of clusters. For exam-
ple, whenever the quantity of the clusters is decided on 
2, the explanatory power of the total variance increases 
by 0.4 (40%), while when the quantity of the clusters is 
decided on 3, it increases by about 0.2 (20%). After the 
4th cluster, the increase in the proportion of the entire 
variance. disclosure stabilizes and it becomes mean-
ingless to create more clusters per branch. As a result 

of the fact that the number corresponding to the full 
elbow part when we bend our arm is 4 (hence the name 
Elbow Rule), the optimal number of clusters in this 
study is decided to be 4.

Generation of segments using 
k-means algorithm

In the previous subsection, it was decided that the 
optimal number of segments is 4. At this stage, the de-
cided segments are obtained using the k-means algo-
rithm. Table 3 shows the general characteristics of the 
obtained segments and their corresponding names.

Table 3. General characteristics of the obtained segments

No The name 
of the segment

Number of 
customers

Percent 
of Segment

Online 
Spending

POS 
transaction

Installment 
transaction

Cash Out 
Transaction

1 Fully Cashout Customer 204667 48.55% 0.58% 0.95% 0.30% 98.17%

2 POS transaction client 15980 7.58% 18.17% 57.19% 12.01% 12.62%

3 Installment Customer 18326 13.04% 2.67% 7.45% 82.44% 7.43%

4 A Variety of Customers 
with Cash Preference 32494 30.83% 9.62% 15.79% 12.25% 62.33%

271467

Source: developed by the author

When paying attention to the obtained segments in 
Table 3, the first segment includes a total of 204,667 
customers, and this segment covers 48.55% of the total 
number of customers and is the largest segment. When 
looking at this segment, it can be seen that 98.17% of 
the customers in the segment make cash transactions. 
For this reason, it is possible to call the customers in 
this segment as customers who make a cash transac-
tion.

When we pay attention to the second segment, a to-
tal of 15,980 customers are included in this segment, 
and this segment covers 7.58% of the total number of 
customers and is the smallest segment. Customers be-
longing to this segment spend more of the total amount 
of spending, i.e. 57.19% on POS transaction, 18.17% 
on online spending, 12.01% on installment transactions 
and 12.62% on cashing transaction. Since the percent-
age of POS transactions in this segment has a large 
place, we can call this segment as POS customers.

Upon examining the third segment, it becomes ap-
parent that there are 18,326 customers included within 
it and this number is 13.04% of the total customer base 
of the investigated bank. The reason for deciding the 
name of this segment as the installment customer seg-
ment is that spending habits using bank products are 
mostly related to installment transactions, i.e. 82.44%, 

as is clear from the table. Clients included in this seg-
ment perform online spending at the rate of 2.67%, 
POS operations at 7.45%, and cashing operations at the 
rate of 7.43% (among total payment operations).

The fourth and last segment of the bank’s customer 
base is the cash-preferred diversified customer group, 
which is the most mixed group compared to other seg-
ments. The total number of customers in this segment 
was 32,494, and it has a 30.83% share in the customer 
base. Since cash transactions have a share of 62.33% 
in total transactions and there is no sharp difference 
between transactions, it was decided that the name of 
the segment should be cash-preferred variety customer 
segment. Online spending by customers in this segment 
is 9.62%, POS transactions are 15.79%, and installment 
transactions are 12.25%.

In order to show the created segments more clearly, 
the distribution graph of the segments is given in Fig-
ure 6.

If we look at the distribution graph of the segments, 
it is clearly visible here the distribution of different 
payment types of customers belonging to each seg-
ment according to their share in their total operations. 
62.33% of the customers in the customer segment with 
preference for cashing perform cash, 12.25% install-
ment, 15.79% POS, 9.62% online transactions. 82.44% 
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of customers in the installment customer segment per-
formed installment transactions. The customers of this 
segment spent 7.43% cash, 7.45% POS, and 2.67% 
online and gave the most priority to installment pay-
ments in their total spending. 57.19% of customers in 
the POS transaction segment performed POS, 12.62% 

cash, 12.01% installment, and 18.17% online transac-
tions. We can see the distribution of spending behav-
iors with sharper differences in the cash-only segment 
than in other segments. The share of cash transactions 
covered 98.17% of total spending transactions, leaving 
a very small portion for other transactions.

Figure 6. Distribution Chart of Segments
Source: developed by the author

Results
The segments obtained as a result of the segmenta-

tion of bank customers open the door to many benefits 
and directions when defining the marketing and sales 
strategies of the bank, and make it possible to offer 
banking products to the most suitable target audience 
with a more personalized approach. In our research, 
the k-means segmentation algorithm, implemented on 
real customer data, determined the optimal number of 
clusters and ensured the distribution of customers ac-
cording to those clusters. Most of the research con-
ducted in the direction of increasing the efficiency of 
artificial intelligence in businesses deals with the per-
spectives in this field and the more available artificial 
intelligence tools. As a result of the literature review, 

it was determined that many studies are conducted on 
the regulation and integration of artificial intelligence 
into businesses, rather than empirical studies that are 
of interest to businesses, especially the banking sector. 
The large number of customers in the banking sector of 
the business and the continuous implementation of the 
collection of customer behavior data from the direction 
of spending habits are among the facilitating elements 
in the direction of obtaining the basic data necessary 
for our research.

Using the results that emerged at the end of the re-
search, various analyzes will be conducted in future 
researches to evaluate the improvement of the bank’s 
economic efficiency by applying the artificial intelli-
gence algorithm.
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